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Abstract. In this study, some continuous distributions through the proper-
ties of conditional expectations of generalized order statistics are characterized.
Let X1:n:m:k; :::; Xn:n:m:k be the generalized order statistics, where n 2 N; k >

0;m1; :::;mn�1 2 R, Mr =
n�1P
j=r

mj ; 1 � r � n�1; r = k+n�r+Mr > 0 for all

r 2 f1; :::; n� 1g and let m = fm1; :::;mn�1g, if n � 2, m 2 R; arbitrary, if n =
1. Characterization theorems for a general class of distributions are presented in
terms of the function E fg(Xj:n:m:m+1) j Xj�p:n:m:m+1 = x;Xj+q:n:m:m+1 = yg =
A(x; y); where k = m+1, p and q are positive integers such that p+1 � j � n�q
and g(:), A(:; :) is a real valued function satisfying certain regularity conditions.
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1. Introduction

Generalized order statistics have been introduced by Kamps (1995a, 1995b) to
unify several models of ordered random variables, e.g. ordinary order statistics,
progressively Type II censored order statistics, records and sequential order sta-
tistics. The common approach makes it possible to deduce several distributional
and moment properties at once. The structural similarities of these models are
based on the similarity of their joint probability density functions. These models
can be e¤ectively applied in reliability theory and survival analysis.

Let X1; X2; :::; Xn be independent random variables with a common absolutely
continuous distribution function (d.f.) F (x) and a probability density function



(p.d.f.) f(x). Let X1:n; X2:n; :::; Xn:n be the corresponding order statistics.
Characterizations of F (x) based on the properties of conditional expectations
with the constant sample size n have been discussed by many authors.

Zoroa and Ruiz (1985) give a characterization results through the right censored
mean function mR(x) = E(X j X � x) obtaining the explicit expression of a
general distribution F (x) from mR(x).

If z denotes the set of real continuous distribution functions, for each F 2 z;
considering the doubly truncated mean function m(x; y) is given by (Ruiz and
Navarro, 1996)

m(x; y) = E (X j x � X � y) = 1

F (y)� F (x)

yZ
x

tdF (t);

whose domain of de�nition is D =
�
(x; y) 2 R2 such that F (x) < F (y)

	
. In the

doubly censored mean function, making the change X = h(X) where h(x) is a
continuous and strictly monotonic function, thenmh(x; y) = E (h (X) j x � X � y).
They de�ne the relationship between mh(x; y) and order statistics as

E

 
1

s� r � 1

s�1X
i=r+1

h (Xi:n) j Xr:n = x;Xs:n = y
!
= E (h (X) j x � X � y) ;

for all (x; y) 2 D, if 1 � r < s � n, where X1:n � X2:n � ::: � Xn:n are the

order statistics from the sample of the random variable X. Balasubramanian
and Beg (1992) presented similar results for a particular function h(x): Gupta
et al. (1993) consider the case when r = 1 and s = n.

In this work, we present characterization theorems for some continuous distrib-
utions by using the properties of conditional expectations of generalized order
statistics.

aX and bX are the left and right extremities of F (x), respectively, denoted by
aX = inf fx : F (x) > 0g and bX = sup fx : F (x) < 1g, where F (x) is a d.f. of a
random variable X. Throughout the paper we assume that F (x) is absolutely
continuous and strictly increasing d.f. Our characterization results are based on
the following theorem.

Theorem 1.1 (Bairamov and Özkal, 2007). Let h(x) be a di¤erentiable real
valued function on [0; 1] and the condition



h
0
(y) 6= h(y)� h(x)

y � x ;

is valid for all 0 < x < y < 1. Furthermore, let G(x) be an absolutely continuous
and strictly increasing d.f. with support [aX ; bX ]. Then F (x) = G(x) if and
only if the representation

E
n
h
0
(G(X)) j x � G(X) � y

o
=
h(y)� h(x)
y � x ;

is valid for all 0 < x < y < 1.

Denote by X1:n; :::; Xn:n the ordinary order statistics based on the sample
X1; X2; :::; Xn . The following fact shows that the conditional distribution of
Xj:n given Xj�p:n = x and Xj+q:n = y does not depend on the sample size n .
It depends on x, y and F (x).

Theorem 1.2 (Bairamov and Özkal, 2007). It is true that if p+1 � j � n�q,
then

(Xj:n j Xj�p:n = x;Xj+q:n = y)
d
= Zp:p+q�1;

where

Z
d
= X j x < X < y.

We use Theorem 1.1 and Theorem 1.2 to characterize several distributions by
properties of conditional expectations of order statistic Xj:n given Xj�p:n = x
and Xj+q:n = y.

2. Characterizations Through The Conditional Expectations of Gen-
eralized Order Statistics

Assume that the d.f. F (x) of the random variable X is absolutely continuous
and strictly increasing on (aF ; bF ), where aF = inf fx : F (x) > 0g and bF =
sup fx : F (x) < 1g.

Theorem 2.1 (Bairamov and Özkal, 2007). Let G(x) be an absolutely con-
tinuous and strictly increasing d.f. and left and right extremities of G(x) be



aG = aF and bG = bF , respectively. Then, F (x) = G(x) if and only if the
representation

1

s

sX
p=1

E
h
h
0
(G(Xj:n)) j Xj�p:n = x;Xj+s+1�p:n = y

i
=

h(G(y))� h(G(x))
G(y)�G(x) ;

holds for all aF < x < y < bF , where h(x) satis�es conditions of Theorem 1.1.
and j; n; s are �xed integers such that s+ 1 � j � n� s.

Proof Taking into account the results of Theorem 1.2 we have

1

k

kX
p=1

E
h
h
0
(G(Xj:n)) j Xj�p:n = x;Xj+k+1�p:n = y

i

= E

"
1

k

kX
p=1

h0 (G (Zp:k))

#
= E

"
1

k

kX
i=1

h0 (G (Zi))

#

=
1

k
kE [ h0 (G (Z))] = E [h0 (G (Z))]

= E [h0 (G (X)) j x � X � y] :

Then the proof is completed by using Theorem 1.1.J

Let X1; X2; :::; Xn be continuous independent and identically distributed ( i.i.d.)
random variables with d.f. F (x) and p.d.f. f(x). Let X1:n; :::; Xn:n be the
corresponding order statistics. X1:n:m:k; X2:n:m:k ; :::; Xn:n:m:k is denoted by
generalized order statistics, where n 2 N; k > 0;m1; :::;mn�1 2 R, Mr =
n�1P
j=r

mj ; 1 � r � n � 1; r = k + n � r +Mr > 0 for all r 2 f1; :::; n� 1g

and let m = fm1; :::;mn�1g ;if n � 2, m 2 R; arbitrary, if n = 1. In the case
when mi = m and k = m+ 1, the joint distribution of generalized order statis-
tics can be reduced to the joint distribution of usual order statistics of a sample
size n from a continuous random variable.

Theorem 2.2 Let X1:n:m:k; X2:n:m:k; :::; Xn:n:m:k be the generalized order
statistics, with underlying continuous d.f. F (x) and p.d.f. f(x). Then in the
special case when mi = m and k = m+ 1 we have



(X1:n:m:m+1; :::; Xn:n:m:m+1)
d
= (Y1:n; :::; Yn:n);

where Y1; Y2; :::; Yn sample with d.f. P (x) = 1� (1� F (x))m+1 .

Proof Let X(1; n;m; k); :::; X(n; n;m; k) possess the joint probability density
function of the form

fX(1;n;m;k);:::;X(n;n;m;k)(x1; :::; xn) = k

0@n�1Y
j=1

j

1A n�1Y
i=1

(1� F (xi))mi f(xi)

!
(1� F (xn))k�1 f(xn).

In the case mi = m, M1 = (m1 + ::: + mn�1) = (n � 1)m, M2 = (m2 +
::: + mn�1) = (n � 2)m; :::;Mn�1 = m and 1 = k + n � 1 + (n � 1)m,
2 = k + n� 2 + (n� 2)m, n�1 = k + 1 +m, n = k, then we have

= k(k + (n � (n � 1))(m + 1))(k + (n � (n � 2))(m + 1)):::(k + (n � 1)(m +

1))

�
n�1Q
i=1

(1� F (xi))mf(xi)
�
(1� F (xn))k�1f(xn)

= k(k+1(m+1))(k+2(m+1)):::(k+(n�1)(m+1))
�
n�1Q
i=1

(1� F (xi))mif(xi)

�
(1�

F (xn))
k�1f(xn)

= kn(1 + m+1
k )(1 + 2m+1k ):::(1 + (n� 1)m+1k )

�
�
n�1Q
i=1

(1� F (xi))mif(xi)

�
(1�F (xn))k�1f(xn)

if k = m+ 1,

fX(1;n;m;m+1);:::;X(n;n;m;m+1)(x1; :::; xn) = n!(m+1)
n

�
n�1Q
i=1

(1� F (xi))mf(xi)
�
(1�

F (xn))
mf(xn);

then we obtain the joint p.d.f. of ordinary order statistics with sample size n,

f1;2;:::;n(x1; :::; xn) = n!(m+ 1)
n

nY
i=1

(1� F (xi))mf(xi)

= n!(m+ 1)n(1� F (x1))m(1� F (x2))m:::(1� F (xn))mf(x1):::f(xn)



= n!g(x1):::g(xn);

where g(x) = (m+ 1) f (x) (1� F (x))m, G(x) = 1� (1� F (x))m+1.

Due to Theorem 2.2, any property of ordinary order statistics can be easily
transformed to the corresponding property of generalized order statistics.

Theorem 2.3 Assume that the random variable X has absolutely continuous
and strictly increasing d.f. F (x) with left and right extremities aF and bF ,
respectively. Let G(x) be also an absolutely continuous and strictly increasing
d.f. with left and right extremities aG = aF and bG = bF . Then F (x) =

1� (1�G(x))1=(m+1) if and only if the representation

E

(
1

s

sX
p=1

h
0
(G(Xj:n:m:m+1)) j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y

)

=
h(G(y))� h(G(x))
G(y)�G(x) ;

holds for all aX < x < y < bX . The number j; n; s are �xed and satis�es the
condition s+ 1 � j � n� s. Proof of Theorem 2.3 follows easily from Theorem
2.1 and Theorem 2.2.

2.1. Characterization for Uniform Distribution

X is absolutely continuous random variable with strictly increasing d.f. having
support [a; b] = [0; 1] has Uniform distribution over if and only if the represen-
tation

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

= 1� m+ 1
m+ 2

a(x; y;m+ 2)

a(x; y;m+ 1)
; s+ 1 � j � n� s;

holds for all 0 < x < y < 1, where a(x; y;m + 1) = (1 � x)m+1 � (1 � y)m+1:
The result follows from the Theorem 2.3 by a choice of h(x) = x + m+1

m+2 (1 �
x)(m+2)=(m+1) � m+1

m+2 , h
0
(x) = 1� (1� x)1=(m+1); G(x) = 1� (1� x)m+1.



2.2. Characterization for Weibull Distribution

The absolutely continuous random variable X strictly increasing d.f. having
support [0;1) has Weibull distribution F (x) = 1 � exp(��x�), x � 0, � > 0,
� > 0 if and only if the representation

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

=
1

m+ 1
+
�
�
x�(exp(��x�))m+1 � y�(exp(��y�))m+1

�
(exp(��x�))m+1 � (exp(��y�))m+1

:

holds for all 0 � x < y < 1; we take h(x) = � ln(1 � x)1=(m+1)x + x
m+1 +

ln(1�x)
m+1 � 1

m+1 , h
0
(x) = � ln(1� x)1=(m+1)and G(x) = 1� (exp(��x�))m+1:

In special case when � = 1, X has exponential distribution. Then the following
characterization for the exponential distribution can be givenX has Exponential
distribution F (x) = 1� exp(��x), x � 0 if and only if the representation

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

=
1

m+ 1
+
�
�
x(exp(��x))m+1 � y(exp(��y))m+1

�
(exp(��x))m+1 � (exp(��y))m+1

holds for all 0 � x < y <1 and G(x) = 1� (exp(��x))m+1.

2.3. Characterization for Generalized Beta Distribution

The absolutely continuous random variable X strictly increasing d.f. having
support [a; b) has Generalized Beta distribution F (x) = 1 � (b�x)�

(b�a)� , � > 0,
�1 < a < b <1, if and only if the representation

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

= b+
�(m+ 1)(a� b)
�(m+ 1) + 1

b1(x; y; � + 1)

b1(x; y; �)
;



holds for all a � x < y < b; where b1(x; y; �) =
�
b�x
b�a

��(m+1)
�
�
b�y
b�a

��(m+1)
.

The result is obtained by using target function h(x) = bx� (a�b)(1�x)1+1=(�(m+1))

1=(�(m+1))+1

and h
0
(x) = b� (b� a)(1� x)1=(�(m+1)) and G(x) = 1� (b�x)�(m+1)

(b�a)�(m+1) .

In special case a! 0, b! 1, we have

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

= 1� �(m+ 1)

�(m+ 1) + 1

b2(x; y; � + 1)

b2(x; y; �)
;

where b2(x; y; �) = (1�x)�(m+1)�(1� y)�(m+1). Here the target function h(x) =
x+ (1�x)

1+1=(�(m+1))

1+1=(�(m+1)) , h
0
(x) = 1�(1�x)1=(�(m+1))

and G(x) = 1�(1�x)�(m+1).

2.4. Characterization for Pareto Distribution

X is absolutely continuous random variable with strictly increasing d.f. having
support [;1) has Pareto distribution F (x) = 1� (+�)�

(x+�)�
; x � , � > 0,+� > 0,

if and only if the representation

1

s

sX
p=1

E [Xj:n:m:m+1 j Xj�p:n:m:m+1 = x;Xj+s+1�p:n:m:m+1 = y]

= � �(m+ 1)

�(m+ 1)� 1
c(x; y; � � 1)
c(x; y; �)

� �;

holds for all  � x < y < 1; where c(x; y; �) =
�

1
x+�

��(m+1)
�
�

1
y+�

��(m+1)
.

The target function h(x) = (+�)
(�1=(�(m+1)))+1 (1� x)

(�1=(�(m+1)))+1 � �x, h0(x) =

( + �)(1� x)�1=(�(m+1)) � � and G(x) = 1� (+�)�(m+1)

(x+�)�(m+1) .
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