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Summary� In the paper we present some applications of a new
method for constructing approximate projections onto invariant sub�
spaces of linear operators� We illustrate the method on the dichotomy
problem for the matrix spectrum with respect to an ellipse� We prove
Lyapunov type theorems on location of the matrix spectrum with
respect to an ellipse�
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�� Introduction

The paper is devoted to constructing projections onto invariant sub�
spaces of matrices� The problem of constructing projections is a very
important problem of the theory of linear operators� it has numerous
applications� At present� there are some algorithms for construct�
ing projections for example� classical results by J� von Neumann�
F� Riesz� M� G� Krein �see� for example� ��� ���� the well�known ma�
trix sign function method ��� 	�� algorithms with guaranteed accuracy

� The research was �nancially supported by the Scienti�c and Technical Re�
search Council of Turkey �TUBITAK� in the framework of the NATO�PC Ad�
vanced Fellowships Programme
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for solving dichotomy problems for the matrix spectrum ��� �� and so
on�

In ����� the author �
� proposed a new method for constructing
approximate projections onto invariant subspaces of linear operators�
The method has applications in linear algebra for constructing pro�
jections onto invariant subspaces of matrices� In particular� using this
method� one can obtain formulae for approximate projections in di�
chotomy and trichotomy problems for the matrix spectrum �see ���
���� In the paper we use this method for constructing approximate
projections in the dichotomy problem for the matrix spectrum with
respect to an ellipse� We prove also Lyapunov type theorems on lo�
cation of the matrix spectrum with respect to an ellipse�

In our opinion� the elliptic dichotomy problem can have important
applications to numerical research of spectral portraits of matrices
�see� for example� � �� ��������

�� Basic ideas of the method for constructing approximate
projections

The proposed method �
 � �� is functional and based on the following
theorems by the author�

Theorem �� Let T  B � B be a linear continuous operator in a
Banach space B� and let T have the inverse operator T��	 Suppose
that there is a projection P  B � B such that PT � TP � and the
following estimates hold

kTPk � �� kT���I � P �k � ��

Then the operator I � T has the continuous inverse one �I � T ����
and the representation

�I � T ��� � �I � TP ���P � �I � T���I � P ����T���I � P �

is true	

Corollary �� The inverse operator �I � T ��� can be rewritten as
follows

�I � T ��� � P � TP �I � TP ��� � T���I � P ��I � T���I � P �����

Corollary �� The inequality

k�I � T ��� � Pk � kTPk��� kTPk���
�kT���I � P �k��� kT���I � P �k���

is satis�ed	
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Remark �	 From this corollary we have the following important result�
If the norms kTPk� kT���I � P �k are su�ciently small

kTPk � �� kT���I � P �k � ��

then the inverse operator �I � T ��� is close to the projection P 

�I � T ��� � P�

Theorem �� Let

T  B � B� eT  B � B

be linear continuous operators in a Banach space B and let the op

erator T satisfy the conditions of Theorem �� i	e	 T has the inverse
operator T�� and there is a projection

P  B � B

such that the following conditions hold

PT � TP� kTPk � �� kT���I � P �k � ��

If the condition

k� eT � T ��I � T ���k � �

is satis�ed� then the operator I � eT has the inverse one �I � eT ����
and the estimate holds

k�I � eT ��� � Pk

� c�kTPk� kT���I � P �k� k� eT � T ��I � T ���k��
where c�x� y� z� is a continuous function with c��� �� �� � �	

Remark �	 From Theorem � we have the following result� If the norms
kTPk� kT���I � P �k� k� eT � T ��I � T ���k are su�ciently small

kTPk � �� kT���I � P �k � �� k� eT � T ��I � T ���k � ��

then the inverse operator �I � eT ��� is close to the projection P 

�I � eT��� � P�

Remark �	 By Theorem �� one can obtain a modi�cation of the matrix
sign function method �see ��� ����
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�� The dichotomy problem for the matrix spectrum with
respect to an ellipse

In the papers ��� �� we illustrated applications of Theorems � and � to
some spectral problems of linear algebra� In particular� we construct�
ed approximate projections onto invariant subspaces of matrices for
the dichotomy and trichotomy problems for the matrix spectrum with
respect to the imaginary axis and a circle�

In this Section we illustrate applications of Theorems � and � to
the problem of constructing approximate projections onto invariant
subspaces of matrices in the dichotomy problem for the matrix spec�
trum with respect to an ellipse�

Let A be a square N �N matrix� let A� be adjoint to the matrix
A� and let kAk be the spectral norm of A� i�e��

kAk � max
kuk��

kAuk�

where kuk � �
NP
i��

juij����� is the norm of a vector u � �u�� ���� uN�

from the space EN � By

hu� vi �
NX
i��

ui�vi

we denote the scalar product of two vectors u� v � EN �
Consider the dichotomy problem for the matrix spectrum with

respect to the ellipse

Eo � f� � C 
�Re���

a�
�

�Im���

b�
� �g� a � b�

Condition�We suppose that the matrixA has no eigenvalues on the
ellipse Eo ��g� ��� Eigenvalues of the matrix A are unknown�

Introduce the following notation�
By Pi we denote the projection onto the maximal invariant sub�

space of the matrix A corresponding to the eigenvalues lying in

Ei � f� � C 
�Re���

a�
�
�Im���

b�
� �g�

and APi � PiA�
By Pe we denote the projection onto the maximal invariant sub�

space of the matrix A corresponding to the eigenvalues lying in

Ee � f� � C 
�Re���

a�
�

�Im���

b�
� �g�
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Fig� ��

and APe � PeA�
Pi � Pe � I�

Problem� Our aim is to construct approximate projections for the
projections Pi� Pe�

Note that one variant for solving this problem was obtained by
S� K� Godunov and M� Sadkane ����� Using Theorems � and �� we
propose two news variants of solving this problem�

We will consider the case when the matrices

A� cI� A � cI� c� � a� � b��

are nonsingular� i� e� the focuses of the ellipse Eo are not eigenvalues
of the matrix A�

The 	rst variant of solving the elliptic dichotomy problem

Consider the matrix sequence fTkg

��� Tk�A� �
�

�a� b�k
�A�

p
A� � c�I�k� k � �� �� ���

Since the matrixA has no eigenvalues on the ellipse Eo and its focuses
are not eigenvalues of A� then there exist inverse matrices

��� T��
k �A� �

�

�a� b�k
�A�

p
A� � c�I�k�

By �j�B� we denote the jth eigenvalue of an N � N matrix B�
Then eigenvalues of matrices Tk�A� and T��

k �A� have the form

��� �j�Tk�A�� �
�

�a� b�k
��j�A� �

q
��j�A��� � c��k�
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�	� �j�T
��
k �A�� �

�

�a� b�k
��j�A��

q
��j�A��� � c��k�

j � �� � � � � N�

Hence� if

�p�A� � Ei� �q�A� � Ee�
then

�p�Tk�A��� �q�T
��
k �A�� � f� � C  j�j � �g�

From the de�nition of the projection Pi we have the convergences

kTk�A�Pik � �� kT��
k �A��I � Pi�k � �� k���

By Theorem �� there exist inverse matrices

�I � Tk�A��
��

for su�ciently large k� �� and the convergence

k�I � Tk�A��
�� � Pik � �� k ���

holds� Hence� we obtain the approximate projections

Pi � �I � Tk�A��
��� Pe � I � �I � Tk�A��

��� k � ��

The second variant of solving the elliptic dichotomy problem

The use of the square root
p
A� � c�I is not convenient for com�

putation of approximate projections� Now we present another variant
for constructing approximate projections for Pi� Pe�

By ��� and ���� it follows that

a� b

�
T��A� �

a� b

�
T��
� �A��A � ��

For brevity� we will write T� � T��A�� Obviously� we have

T �� �
�

a� b
AT� �

a� b

a� b
I � �

and

��
a� b

a� b
T��

���� � �

a� b
A�

a� b

a� b
T��

�� �
a� b

a� b
I � ��

Introduce the matrix

L �

�
� I

�a�b
a�bI

�

a�bA

�
�
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Then the above equalities can be rewritten as follows�
T�
T ��

�
� L

�
I

T�

�
�

� eT�eT ��
�
� L

�
IeT�
�

or �
T�
eT�

T ��
eT ��
�
� L

�
I I

T� eT�
�
�

where eT� � �
a� b

a� b
T��

���

Since �
T� eT�
T ��
eT ��
�
�

�
I I

T� eT�
��

T� �

� eT�
�
�

we have �
I I

T� eT�
��

T� �

� eT�
�
� L

�
I I

T� eT�
�
�

Hence

���

�
T� �

� eT�
�
� V��LV � V �

�
I I

T� eT�
�
�

Using properties of the Zhukovskii function

w �
�

�

�
z �

�

z

�
in the complex plane �see� for example� ��	�� and the conditions for
the matrix A� one can prove that the matrix L has no eigenvalues on
the unit circle� Indeed� if

�p�A� � Ei� �q�A� � Ee�
then� by ��� and �	� we have

�p�T�� � f� � C 
a� b

a� b
� j�j � �g�

�q�T�� � f� � C  � � j�jg�

�p�T
��
� � � f� � C  � � j�j �

s
a� b

a� b
g�

�q�T
��
� � � f� � C  � � j�j � �g�
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Therefore

�p� eT�� � f� � C 
a� b

a� b
� j�j �

s
a� b

a� b
� �g�

�q� eT�� � f� � C  � � j�j � a� b

a� b
g�

Hence� by ���� the matrix L has no eigenvalues on the unit circle
�o � f� � C  j�j � �g�

By Pi we denote the projection onto the maximal invariant sub�
space of the matrix L corresponding to the eigenvalues lying in

�i � f� � C  j�j � �g�
and LPi � PiL� By Pe we denote the projection onto the maximal
invariant subspace of the matrix L corresponding to the eigenvalues
lying in

�e � f� � C  j�j � �g�
and LPe � PeL�

Pi � Pe � I �

�
I �
� I

�
�

By analogy with Example 	 from ���� one can show that there exist
inverse matrices

��� �I � Lk���

for su�ciently large k� �� and

�
� k�I � Lk��� �Pik � �� k ���

Indeed� since

kLkPik � �� kL�kPek � �� k���

then� by Theorem �� there exist the inverse matrices ��� for k � ��
and the limit �
� is true�

Taking into account the de�nitions of the projections Pi� Pe� Pi

and Pe� from ��� it follows that

��� Pi � V
�
Pi �
� I

�
V��� Pe � V

�
Pe �
� �

�
V���

Let �
N k
�� N k

��

N k
�� N k

��

�
� �I � Lk���� k � ��



On a functional approach to spectral problems of linear algebra ��

From �
�� ��� we have

k
�
N k
�� N k

��

N k
�� N k

��

�
V � V

�
Pi �
� I

�
k � �� k ���

By ���� it follows that

kN k
�� �N k

��T� � Pik � �� kN k
�� �N k

��
eT� � Ik � ��

kN k
�� �N k

��T� � PiT�k � �� kN k
�� �N k

��
eT� � eT�k � �� k ���

By the �rst and the second limits� we obtain

kN k
���T� � eT��� Pi � Ik � �� k ���

The focuses of the ellipse Eo are not eigenvalues of the matrixA� then
there exists the inverse matrix �T� � eT����� Hence�

kN k
�� � �Pi � I��T�� eT����k � �� k ���

and we have

kN k
�� � �Pi � I��T�� eT���� eT� � Ik � �� k ���

By analogy� from the third and the fourth limits it follows

kN k
���T� � eT��� PiT� � eT�k � �

or

kN k
�� � Pi�T� � eT����T� � �T� � eT���� eT�k � �� k ���

Using these limits� we prove that the convergence

kN k
�� �N k

�� � I � Pik � �� k ���

holds� Hence� we obtain the approximate projections for Pi and Pe

Pi � N k
�� �N k

�� � I�

Pe � �I �N k
�� �N k

��� k� ��

Remark 	 By analogy with Example 	 from ���� one can consider the
case when at least one of the matrices

A� cI� A � cI� c� � a� � b��

is singular� i� e� at least one focus of the ellipse Eo is an eigenvalue of
the matrix A ��g� ��� To construct approximate projections one can
use Theorems � and � �see �����
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� Lyapunov type equation in the elliptic dichotomy
problem

In Section � we presented two variants of constructing approximate
projections for Pi� Pe�

Recall that� by Pi we denoted the projection onto the maximal
invariant subspace of the matrix A corresponding to the eigenvalues
lying in Ei and APi � PiA� By Pe we denoted the projection onto
the maximal invariant subspace of the matrixA corresponding to the
eigenvalues lying in Ee and APe � PeA� Pi � Pe � I�

Problem�Our aim is to establish an algebraic criterion of the matrix
spectrum dichotomy with respect to the ellipse Eo�

Consider the following matrix equation

��� H � �
�

�a�
�

�

�b�
�A�HA� �

�

	a�
� �

	b�
��HA� � �A���H� � C�

Note� that in the case of a � b � � equation ��� is the discrete
Lyapunov matrix equation

���� H � A�HA � C�

Using this matrix equation one can formulate a criterion for the ma�
trix spectrum to belong to the unit disk fj�j � �g �see� for example�
�����

Recall the following classical result�
Theorem �Lyapunov�� All eigenvalues of the matrix A belong to
the unit disk if and only if for a matrix C � C� � � there exists a
solution H � H� � � of the matrix equation ����	
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Using the matrix equation ���� one can formulate an analogous
criterion for the matrix spectrum to belong to Ei�
Theorem �� Let C be a Hermitian positive de�nite matrix	 If there
exists a solution H � H� � � of the equation ���� then all eigenvalues
of the matrix A belong to Ei	
Proof	 Suppose that there is an eigenvalue �m of A with

�Re�m�
�

a�
�
�Im�m�

�

b�
	 ��

Then� by ���� for a corresponding eigenvector vm we have

hHvm� vmi � �
�

�a�
�

�

�b�
�hHAvm� Avmi

�� �

	a�
� �

	b�
��hHA�vm� vmi� hHvm� A

�vmi� � hCvm� vmi
or

hHvm� vmi��� �
�

�a�
�

�

�b�
�j�mj�

�� �

	a�
� �

	b�
����m � ���m�� � hCvm� vmi�

Hence

hHvm� vmi��� �Re�m�
�

a�
� �Im�m�

�

b�
� � hCvm� vmi � ��

However� hHvm� vmi � � and we have a contradiction� i�e�� all eigen�
values of A belong to Ei� ut
Theorem 
� Let C be a Hermitian negative de�nite matrix	 If there
exists a solution H � H� � � of the equation ���� then all eigenvalues
of the matrix A belong to Ee	

The proof of the theorem is analogous to the proof of Theorem ��
Now we consider the matrix equation ��� with the special right�

hand side

H � �
�

�a�
�

�

�b�
�A�HA� �

�

	a�
� �

	b�
��HA� � �A���H�

���� � P �CP � �I � P ��C�I � P �� P � � P�

Note that in the case of a � b � � the equation ���� has the form

���� H �A�HA � P �CP � �I � P ��C�I � P ��



�� G Demidenko

This equation was studied by M� G� Krein �see ����� Using the equa�
tion ����� H� Bulgak and S� K� Godunov elaborated an algorithm
with guaranteed accuracy for solving the dichotomy problem for the
matrix spectrum with respect to a circle �see� for example� �����

One can prove the following theorem�

Theorem � Let a projection P commute with A� AP � PA	 If for
a matrix C � C� � � there exists a solution H � H� � � of the
matrix equation ���� such that

���� H � P �HP � �I � P ��H�I � P ��

then the matrix A has no eigenvalues on the ellipse Eo	 Moreover� P
is the projection onto the maximal invariant subspace of the matrix
A corresponding to the eigenvalues lying in Ei� i	e	 P � Pi	

Proof	 From conditions on P the projection �I � P � is one onto an
invariant subspace of the matrixA� Hence� there exists a nonsingular
matrix T such that

A � T

�
A�� �
� A��

�
T��

and

P � T

�
I�� �
� �

�
T���

Using the matrix T � we can rewrite the condition ���� in the form

T �HT � T �P �T ����T �HT �T��PT

�T ��I � P ��T ����T �HT �T���I � P �T�

Hence� for the matrix

�H � T �HT �

�
H�� H��

H�� H��

�
we have

�H �

�
H�� �
� �

�
�

�
� �
� H��

�
�

Consequently�

�H �

�
H�� �
� H��

�
�

By H � H� � �� we have

H�� � H�
�� � �� H�� � H�

�� � ��
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By analogy� one can rewrite the matrix equation ���� as follows

�H � �
�

�a�
�

�

�b�
� �A� �H �A� �

�

	a�
� �

	b�
�� �H �A� � � �A��� �H�

� �P � �C �P � �I � �P �� �C�I � �P ��

where

�A �

�
A�� �
� A��

�
� �P �

�
I�� �
� �

�
� �C � T �CT �

�
C�� C��
C�� C��

�
�

Therefore the matrix equation ���� is equivalent to the equations

H���� �

�a�
�

�

�b�
�A�

��H��A���� �

	a�
� �

	b�
��H��A

�
����A

�
���

�H��� � C���

H���� �

�a�
�

�

�b�
�A�

��H��A���� �

	a�
� �

	b�
��H��A

�
����A

�
���

�H��� � �C���
The matrices

H��� H��� C��� C��

are positive de�nite� From Theorems � and 	 it follows that eigenval�
ues of the matrix A�� belong to Ei and eigenvalues of the matrix A��
belong to Ee� Obviously� P � Pi� ut
Remark �	 Note� the condition ���� provides the uniqueness of the
solution of the matrix equation ����� This condition was introduced
by M� G� Krein for the equation ���� �see� for example� ��� Ch� ����

� Appendix

Using Theorems � and �� one can obtain formulae for approximate
projections in the dichotomy problems for the matrix spectrum with
respect to a parabola or hyperbola� For these problems one can write
matrix equations of Lyapunov type and prove corresponding theo�
rems on location of the matrix spectrum with respect to a parabola
or hyperbola� Using Theorems � and �� one can obtain formulae for
approximate projections in the trichotomy problems for the matrix
spectrum with respect to an ellipse� parabola or hyperbola�
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