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## 1. Introduction

The paper is devoted to constructing projections onto invariant subspaces of matrices. The problem of constructing projections is a very important problem of the theory of linear operators, it has numerous applications. At present, there are some algorithms for constructing projections: for example, classical results by J. von Neumann, F. Riesz, M. G. Krein (see, for example, [1, 2]), the well-known matrix sign function method [3, 4], algorithms with guaranteed accuracy

[^0]for solving dichotomy problems for the matrix spectrum $[5,6]$ and so on.

In 1996, the author [7] proposed a new method for constructing approximate projections onto invariant subspaces of linear operators. The method has applications in linear algebra for constructing projections onto invariant subspaces of matrices. In particular, using this method, one can obtain formulae for approximate projections in dichotomy and trichotomy problems for the matrix spectrum (see [8, $9]$ ). In the paper we use this method for constructing approximate projections in the dichotomy problem for the matrix spectrum with respect to an ellipse. We prove also Lyapunov type theorems on location of the matrix spectrum with respect to an ellipse.

In our opinion, the elliptic dichotomy problem can have important applications to numerical research of spectral portraits of matrices (see, for example, [ 6, 10-12]).

## 2. Basic ideas of the method for constructing approximate projections

The proposed method [7-9] is functional and based on the following theorems by the author.

Theorem 1. Let $T: B \rightarrow B$ be a linear continuous operator in a Banach space $B$, and let $T$ have the inverse operator $T^{-1}$. Suppose that there is a projection $P: B \rightarrow B$ such that $P T=T P$, and the following estimates hold

$$
\|T P\|<1, \quad\left\|T^{-1}(I-P)\right\|<1
$$

Then the operator $I-T$ has the continuous inverse one $(I-T)^{-1}$, and the representation

$$
(I-T)^{-1}=(I-T P)^{-1} P-\left(I-T^{-1}(I-P)\right)^{-1} T^{-1}(I-P)
$$

is true.
Corollary 1. The inverse operator $(I-T)^{-1}$ can be rewritten as follows

$$
(I-T)^{-1}=P+T P(I-T P)^{-1}-T^{-1}(I-P)\left(I-T^{-1}(I-P)\right)^{-1} .
$$

Corollary 2. The inequality

$$
\begin{gathered}
\left\|(I-T)^{-1}-P\right\| \leq\|T P\|(1-\|T P\|)^{-1} \\
+\left\|T^{-1}(I-P)\right\|\left(1-\left\|T^{-1}(I-P)\right\|\right)^{-1}
\end{gathered}
$$

is satisfied.

Remark 1. From this corollary we have the following important result. If the norms $\|T P\|,\left\|T^{-1}(I-P)\right\|$ are sufficiently small:

$$
\|T P\| \approx 0, \quad\left\|T^{-1}(I-P)\right\| \approx 0
$$

then the inverse operator $(I-T)^{-1}$ is close to the projection $P$ :

$$
(I-T)^{-1} \approx P
$$

Theorem 2. Let

$$
T: B \rightarrow B, \quad \tilde{T}: B \rightarrow B
$$

be linear continuous operators in a Banach space $B$ and let the operator $T$ satisfy the conditions of Theorem 1, i.e. $T$ has the inverse operator $T^{-1}$ and there is a projection

$$
P: B \rightarrow B
$$

such that the following conditions hold

$$
P T=T P, \quad\|T P\|<1, \quad\left\|T^{-1}(I-P)\right\|<1 .
$$

If the condition

$$
\left\|(\widetilde{T}-T)(I-T)^{-1}\right\|<1
$$

is satisfied, then the operator $I-\tilde{T}$ has the inverse one $(I-\tilde{T})^{-1}$, and the estimate holds

$$
\begin{gathered}
\left\|(I-\widetilde{T})^{-1}-P\right\| \\
\leq c\left(\|T P\|,\left\|T^{-1}(I-P)\right\|,\left\|(\tilde{T}-T)(I-T)^{-1}\right\|\right),
\end{gathered}
$$

where $c(x, y, z)$ is a continuous function with $c(0,0,0)=0$.
Remark 2. From Theorem 2 we have the following result. If the norms $\|T P\|,\left\|T^{-1}(I-P)\right\|,\left\|(\widetilde{T}-T)(I-T)^{-1}\right\|$ are sufficiently small:

$$
\|T P\| \approx 0, \quad\left\|T^{-1}(I-P)\right\| \approx 0, \quad\left\|(\widetilde{T}-T)(I-T)^{-1}\right\| \approx 0
$$

then the inverse operator $(I-\widetilde{T})^{-1}$ is close to the projection $P$ :

$$
(I-\tilde{T})^{-1} \approx P
$$

Remark 3. By Theorem 1, one can obtain a modification of the matrix sign function method (see $[8,9]$ ).

## 3. The dichotomy problem for the matrix spectrum with respect to an ellipse

In the papers $[8,9]$ we illustrated applications of Theorems 1 and 2 to some spectral problems of linear algebra. In particular, we constructed approximate projections onto invariant subspaces of matrices for the dichotomy and trichotomy problems for the matrix spectrum with respect to the imaginary axis and a circle.

In this Section we illustrate applications of Theorems 1 and 2 to the problem of constructing approximate projections onto invariant subspaces of matrices in the dichotomy problem for the matrix spectrum with respect to an ellipse.

Let $A$ be a square $N \times N$ matrix, let $A^{*}$ be adjoint to the matrix $A$, and let $\|A\|$ be the spectral norm of $A$, i.e.,

$$
\|A\|=\max _{\|u\|=1}\|A u\|,
$$

where $\|u\|=\left(\sum_{i=1}^{N}\left|u_{i}\right|^{2}\right)^{1 / 2}$ is the norm of a vector $u=\left(u_{1}, \ldots, u_{N}\right)$ from the space $E_{N}$. By

$$
\langle u, v\rangle=\sum_{i=1}^{N} u_{i} \bar{v}_{i}
$$

we denote the scalar product of two vectors $u, v \in E_{N}$.
Consider the dichotomy problem for the matrix spectrum with respect to the ellipse

$$
\mathcal{E}_{\mathbf{o}}=\left\{\lambda \in C: \frac{(\operatorname{Re} \lambda)^{2}}{a^{2}}+\frac{(\operatorname{Im} \lambda)^{2}}{b^{2}}=1\right\}, \quad a>b .
$$

Condition. We suppose that the matrix $A$ has no eigenvalues on the ellipse $\mathcal{E}_{\mathbf{o}}$ (fig. 1). Eigenvalues of the matrix $A$ are unknown.

Introduce the following notation.
By $P_{\mathrm{i}}$ we denote the projection onto the maximal invariant subspace of the matrix $A$ corresponding to the eigenvalues lying in

$$
\mathcal{E}_{\mathbf{i}}=\left\{\lambda \in C: \frac{(\operatorname{Re} \lambda)^{2}}{a^{2}}+\frac{(\operatorname{Im} \lambda)^{2}}{b^{2}}<1\right\},
$$

and $A P_{\mathbf{i}}=P_{\mathbf{i}} A$.
By $P_{\mathbf{e}}$ we denote the projection onto the maximal invariant subspace of the matrix $A$ corresponding to the eigenvalues lying in

$$
\mathcal{E}_{\mathbf{e}}=\left\{\lambda \in C: \frac{(\operatorname{Re} \lambda)^{2}}{a^{2}}+\frac{(\operatorname{Im} \lambda)^{2}}{b^{2}}>1\right\}
$$
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and $A P_{\mathbf{e}}=P_{\mathbf{e}} A$,

$$
P_{\mathbf{i}}+P_{\mathbf{e}}=I
$$

Problem. Our aim is to construct approximate projections for the projections $P_{\mathbf{i}}, P_{\mathbf{e}}$.

Note that one variant for solving this problem was obtained by S. K. Godunov and M. Sadkane [13]. Using Theorems 1 and 2, we propose two news variants of solving this problem.

We will consider the case when the matrices

$$
A-c I, \quad A+c I, \quad c^{2}=a^{2}-b^{2}
$$

are nonsingular, i. e. the focuses of the ellipse $\mathcal{E}_{\mathbf{o}}$ are not eigenvalues of the matrix $A$.
The first variant of solving the elliptic dichotomy problem
Consider the matrix sequence $\left\{T_{k}\right\}$ :

$$
\begin{equation*}
T_{k}(A)=\frac{1}{(a+b)^{k}}\left(A+\sqrt{A^{2}-c^{2} I}\right)^{k}, \quad k=1,2, \ldots \tag{1}
\end{equation*}
$$

Since the matrix $A$ has no eigenvalues on the ellipse $\mathcal{E}_{\mathbf{o}}$ and its focuses are not eigenvalues of $A$, then there exist inverse matrices

$$
\begin{equation*}
T_{k}^{-1}(A)=\frac{1}{(a-b)^{k}}\left(A-\sqrt{A^{2}-c^{2} I}\right)^{k} . \tag{2}
\end{equation*}
$$

By $\lambda_{j}(B)$ we denote the $j$ th eigenvalue of an $N \times N$ matrix $B$. Then eigenvalues of matrices $T_{k}(A)$ and $T_{k}^{-1}(A)$ have the form

$$
\begin{equation*}
\lambda_{j}\left(T_{k}(A)\right)=\frac{1}{(a+b)^{k}}\left(\lambda_{j}(A)+\sqrt{\left(\lambda_{j}(A)\right)^{2}-c^{2}}\right)^{k} \tag{3}
\end{equation*}
$$

$$
\begin{gather*}
\lambda_{j}\left(T_{k}^{-1}(A)\right)=\frac{1}{(a-b)^{k}}\left(\lambda_{j}(A)-\sqrt{\left(\lambda_{j}(A)\right)^{2}-c^{2}}\right)^{k}  \tag{4}\\
j=1, \ldots, N .
\end{gather*}
$$

Hence, if

$$
\lambda_{p}(A) \in \mathcal{E}_{\mathbf{i}}, \quad \lambda_{q}(A) \in \mathcal{E}_{\mathbf{e}}
$$

then

$$
\lambda_{p}\left(T_{k}(A)\right), \lambda_{q}\left(T_{k}^{-1}(A)\right) \in\{\lambda \in C:|\lambda|<1\} .
$$

From the definition of the projection $P_{\mathbf{i}}$ we have the convergences

$$
\left\|T_{k}(A) P_{\mathbf{i}}\right\| \rightarrow 0, \quad\left\|T_{k}^{-1}(A)\left(I-P_{\mathbf{i}}\right)\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

By Theorem 1, there exist inverse matrices

$$
\left(I-T_{k}(A)\right)^{-1}
$$

for sufficiently large $k \gg 1$, and the convergence

$$
\left\|\left(I-T_{k}(A)\right)^{-1}-P_{\mathbf{i}}\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

holds. Hence, we obtain the approximate projections:

$$
P_{\mathbf{i}} \approx\left(I-T_{k}(A)\right)^{-1}, \quad P_{\mathbf{e}} \approx I-\left(I-T_{k}(A)\right)^{-1}, \quad k \gg 1 .
$$

The second variant of solving the elliptic dichotomy problem
The use of the square root $\sqrt{A^{2}-c^{2} I}$ is not convenient for computation of approximate projections. Now we present another variant for constructing approximate projections for $P_{\mathbf{i}}, P_{\mathbf{e}}$.

By (1) and (2), it follows that

$$
\frac{a+b}{2} T_{1}(A)+\frac{a-b}{2} T_{1}^{-1}(A)-A=0 .
$$

For brevity, we will write $T_{1}=T_{1}(A)$. Obviously, we have

$$
T_{1}^{2}-\frac{2}{a+b} A T_{1}+\frac{a-b}{a+b} I=0
$$

and

$$
\left(\left(\frac{a+b}{a-b} T_{1}\right)^{-1}\right)^{2}-\frac{2}{a+b} A\left(\frac{a+b}{a-b} T_{1}\right)^{-1}+\frac{a-b}{a+b} I=0 .
$$

Introduce the matrix

$$
\mathcal{L}=\left(\begin{array}{cc}
0 & I \\
-\frac{a-b}{a+b} I \frac{2}{a+b} A
\end{array}\right) .
$$

Then the above equalities can be rewritten as follows

$$
\binom{T_{1}}{T_{1}^{2}}=\mathcal{L}\binom{I}{T_{1}}, \quad\binom{\tilde{T}_{1}}{\widetilde{T}_{1}^{2}}=\mathcal{L}\binom{I}{\tilde{T}_{1}}
$$

or

$$
\left(\begin{array}{cc}
T_{1} & \widetilde{T}_{1} \\
T_{1}^{2} & \widetilde{T}_{1}^{2}
\end{array}\right)=\mathcal{L}\left(\begin{array}{cc}
I & I \\
T_{1} & \widetilde{T}_{1}
\end{array}\right),
$$

where

$$
\widetilde{T}_{1}=\left(\frac{a+b}{a-b} T_{1}\right)^{-1} .
$$

Since

$$
\left(\begin{array}{cc}
T_{1} & \widetilde{T}_{1} \\
T_{1}^{2} & \widetilde{T}_{1}^{2}
\end{array}\right)=\left(\begin{array}{cc}
I & I \\
T_{1} & \widetilde{T}_{1}
\end{array}\right)\left(\begin{array}{cc}
T_{1} & 0 \\
0 & \widetilde{T}_{1}
\end{array}\right),
$$

we have

$$
\left(\begin{array}{cc}
I & I \\
T_{1} & \widetilde{T}_{1}
\end{array}\right)\left(\begin{array}{cc}
T_{1} & 0 \\
0 & \widetilde{T}_{1}
\end{array}\right)=\mathcal{L}\left(\begin{array}{cc}
I & I \\
T_{1} & \widetilde{T}_{1}
\end{array}\right) .
$$

Hence

$$
\left(\begin{array}{cc}
T_{1} & 0  \tag{5}\\
0 & \tilde{T}_{1}
\end{array}\right)=\mathcal{V}^{-1} \mathcal{L} \mathcal{V}, \quad \mathcal{V}=\left(\begin{array}{cc}
I & I \\
T_{1} & \widetilde{T}_{1}
\end{array}\right) .
$$

Using properties of the Zhukovskii function

$$
w=\frac{1}{2}\left(z+\frac{1}{z}\right)
$$

in the complex plane (see, for example, [14]) and the conditions for the matrix $A$, one can prove that the matrix $\mathcal{L}$ has no eigenvalues on the unit circle. Indeed, if

$$
\lambda_{p}(A) \in \mathcal{E}_{\mathbf{i}}, \quad \lambda_{q}(A) \in \mathcal{E}_{\mathbf{e}}
$$

then, by (3) and (4) we have

$$
\begin{gathered}
\lambda_{p}\left(T_{1}\right) \in\left\{\lambda \in C: \frac{a-b}{a+b}<|\lambda|<1\right\}, \\
\lambda_{q}\left(T_{1}\right) \in\{\lambda \in C: 1<|\lambda|\}, \\
\lambda_{p}\left(T_{1}^{-1}\right) \in\left\{\lambda \in C: 1<|\lambda|<\sqrt{\frac{a+b}{a-b}}\right\}, \\
\lambda_{q}\left(T_{1}^{-1}\right) \in\{\lambda \in C: 0<|\lambda|<1\} .
\end{gathered}
$$

Therefore

$$
\begin{gathered}
\lambda_{p}\left(\widetilde{T}_{1}\right) \in\left\{\lambda \in C: \frac{a-b}{a+b}<|\lambda|<\sqrt{\frac{a-b}{a+b}}<1\right\}, \\
\lambda_{q}\left(\widetilde{T}_{1}\right) \in\left\{\lambda \in C: 0<|\lambda|<\frac{a-b}{a+b}\right\} .
\end{gathered}
$$

Hence, by (5), the matrix $\mathcal{L}$ has no eigenvalues on the unit circle $\omega_{\mathbf{o}}=\{\lambda \in C:|\lambda|=1\}$.

By $\mathcal{P}_{\mathbf{i}}$ we denote the projection onto the maximal invariant subspace of the matrix $\mathcal{L}$ corresponding to the eigenvalues lying in

$$
\omega_{\mathbf{i}}=\{\lambda \in C:|\lambda|<1\},
$$

and $\mathcal{L} \mathcal{P}_{\mathbf{i}}=\mathcal{P}_{\mathbf{i}} \mathcal{L}$. By $\mathcal{P}_{\mathbf{e}}$ we denote the projection onto the maximal invariant subspace of the matrix $\mathcal{L}$ corresponding to the eigenvalues lying in

$$
\omega_{\mathbf{e}}=\{\lambda \in C:|\lambda|>1\},
$$

and $\mathcal{L} \mathcal{P}_{\mathbf{e}}=\mathcal{P}_{\mathbf{e}} \mathcal{L}$,

$$
\mathcal{P}_{\mathbf{i}}+\mathcal{P}_{\mathbf{e}}=\mathcal{I}=\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right) .
$$

By analogy with Example 4 from [9], one can show that there exist inverse matrices

$$
\begin{equation*}
\left(\mathcal{I}-\mathcal{L}^{k}\right)^{-1} \tag{6}
\end{equation*}
$$

for sufficiently large $k \gg 1$, and

$$
\begin{equation*}
\left\|\left(\mathcal{I}-\mathcal{L}^{k}\right)^{-1}-\mathcal{P}_{\mathbf{i}}\right\| \rightarrow 0, \quad k \rightarrow \infty \tag{7}
\end{equation*}
$$

Indeed, since

$$
\left\|\mathcal{L}^{k} \mathcal{P}_{\mathbf{i}}\right\| \rightarrow 0, \quad\left\|\mathcal{L}^{-k} \mathcal{P}_{\mathbf{e}}\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

then, by Theorem 1 , there exist the inverse matrices (6) for $k \gg 1$, and the limit (7) is true.

Taking into account the definitions of the projections $P_{\mathbf{i}}, P_{\mathbf{e}}, \mathcal{P}_{\mathbf{i}}$ and $\mathcal{P}_{\mathrm{e}}$, from (5) it follows that

$$
\mathcal{P}_{\mathbf{i}}=\mathcal{V}\left(\begin{array}{rr}
P_{\mathbf{i}} & 0  \tag{8}\\
0 & I
\end{array}\right) \mathcal{V}^{-1}, \quad \mathcal{P}_{\mathbf{e}}=\mathcal{V}\left(\begin{array}{cc}
P_{\mathbf{e}} & 0 \\
0 & 0
\end{array}\right) \mathcal{V}^{-1} .
$$

Let

$$
\left(\begin{array}{ll}
\mathcal{N}_{11}^{k} & \mathcal{N}_{12}^{k} \\
\mathcal{N}_{21}^{k} & \mathcal{N}_{22}^{k}
\end{array}\right)=\left(\mathcal{I}-\mathcal{L}^{k}\right)^{-1}, \quad k \gg 1 .
$$

From (7), (8) we have

$$
\left\|\left(\begin{array}{cc}
\mathcal{N}_{11}^{k} & \mathcal{N}_{12}^{k} \\
\mathcal{N}_{21}^{k} & \mathcal{N}_{22}^{k}
\end{array}\right) \mathcal{V}-\mathcal{V}\left(\begin{array}{r}
P_{\mathbf{i}} \\
0 \\
0
\end{array}\right)\right\| \rightarrow 0, \quad k \rightarrow \infty .
$$

By (5), it follows that

$$
\begin{gathered}
\left\|\mathcal{N}_{11}^{k}+\mathcal{N}_{12}^{k} T_{1}-P_{\mathbf{i}}\right\| \rightarrow 0, \quad\left\|\mathcal{N}_{11}^{k}+\mathcal{N}_{12}^{k} \widetilde{T}_{1}-I\right\| \rightarrow 0, \\
\left\|\mathcal{N}_{21}^{k}+\mathcal{N}_{22}^{k} T_{1}-P_{\mathbf{i}} T_{1}\right\| \rightarrow 0, \quad\left\|\mathcal{N}_{21}^{k}+\mathcal{N}_{22}^{k} \widetilde{T}_{1}-\widetilde{T}_{1}\right\| \rightarrow 0, \quad k \rightarrow \infty .
\end{gathered}
$$

By the first and the second limits, we obtain

$$
\left\|\mathcal{N}_{12}^{k}\left(T_{1}-\widetilde{T}_{1}\right)-P_{\mathbf{i}}+I\right\| \rightarrow 0, \quad k \rightarrow \infty .
$$

The focuses of the ellipse $\mathcal{E}_{\mathbf{o}}$ are not eigenvalues of the matrix $A$, then there exists the inverse matrix $\left(T_{1}-\widetilde{T}_{1}\right)^{-1}$. Hence,

$$
\left\|\mathcal{N}_{12}^{k}-\left(P_{\mathbf{i}}-I\right)\left(T_{1}-\tilde{T}_{1}\right)^{-1}\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

and we have

$$
\left\|\mathcal{N}_{11}^{k}+\left(P_{\mathbf{i}}-I\right)\left(T_{1}-\widetilde{T}_{1}\right)^{-1} \widetilde{T}_{1}-I\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

By analogy, from the third and the fourth limits it follows

$$
\left\|\mathcal{N}_{22}^{k}\left(T_{1}-\widetilde{T}_{1}\right)-P_{\mathbf{i}} T_{1}+\widetilde{T}_{1}\right\| \rightarrow 0
$$

or

$$
\left\|\mathcal{N}_{22}^{k}-P_{\mathbf{i}}\left(T_{1}-\widetilde{T}_{1}\right)^{-1} T_{1}+\left(T_{1}-\widetilde{T}_{1}\right)^{-1} \tilde{T}_{1}\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

Using these limits, we prove that the convergence

$$
\left\|\mathcal{N}_{11}^{k}+\mathcal{N}_{22}^{k}-I-P_{\mathbf{i}}\right\| \rightarrow 0, \quad k \rightarrow \infty
$$

holds. Hence, we obtain the approximate projections for $P_{\mathbf{i}}$ and $P_{\mathbf{e}}$ :

$$
\begin{gathered}
P_{\mathbf{i}} \approx \mathcal{N}_{11}^{k}+\mathcal{N}_{22}^{k}-I, \\
P_{\mathbf{e}} \approx 2 I-\mathcal{N}_{11}^{k}-\mathcal{N}_{22}^{k}, \quad k \gg 1 .
\end{gathered}
$$

Remark 4. By analogy with Example 4 from [9], one can consider the case when at least one of the matrices

$$
A-c I, \quad A+c I, \quad c^{2}=a^{2}-b^{2},
$$

is singular, i. e. at least one focus of the ellipse $\mathcal{E}_{\mathbf{0}}$ is an eigenvalue of the matrix $A$ (fig. 2). To construct approximate projections one can use Theorems 1 and 2 (see [9]).
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## 4. Lyapunov type equation in the elliptic dichotomy problem

In Section 3 we presented two variants of constructing approximate projections for $P_{\mathbf{i}}, P_{\mathbf{e}}$.

Recall that, by $P_{\mathbf{i}}$ we denoted the projection onto the maximal invariant subspace of the matrix $A$ corresponding to the eigenvalues lying in $\mathcal{E}_{\mathbf{i}}$ and $A P_{\mathbf{i}}=P_{\mathbf{i}} A$. By $P_{\mathbf{e}}$ we denoted the projection onto the maximal invariant subspace of the matrix $A$ corresponding to the eigenvalues lying in $\mathcal{E}_{\mathbf{e}}$ and $A P_{\mathbf{e}}=P_{\mathbf{e}} A, P_{\mathbf{i}}+P_{\mathbf{e}}=I$.
Problem. Our aim is to establish an algebraic criterion of the matrix spectrum dichotomy with respect to the ellipse $\mathcal{E}_{\mathbf{o}}$.

Consider the following matrix equation

$$
\begin{equation*}
H-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right) A^{*} H A-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(H A^{2}+\left(A^{*}\right)^{2} H\right)=C . \tag{9}
\end{equation*}
$$

Note, that in the case of $a=b=1$ equation (9) is the discrete Lyapunov matrix equation

$$
\begin{equation*}
H-A^{*} H A=C . \tag{10}
\end{equation*}
$$

Using this matrix equation one can formulate a criterion for the matrix spectrum to belong to the unit disk $\{|\lambda|<1\}$ (see, for example, [1]).

Recall the following classical result.
Theorem (Lyapunov). All eigenvalues of the matrix A belong to the unit disk if and only if for a matrix $C=C^{*}>0$ there exists a solution $H=H^{*}>0$ of the matrix equation (10).

On a functional approach to spectral problems of linear algebra
Using the matrix equation (9), one can formulate an analogous criterion for the matrix spectrum to belong to $\mathcal{E}_{\mathbf{i}}$.

Theorem 3. Let $C$ be a Hermitian positive definite matrix. If there exists a solution $H=H^{*}>0$ of the equation (9), then all eigenvalues of the matrix $A$ belong to $\mathcal{E}_{\mathbf{i}}$.

Proof. Suppose that there is an eigenvalue $\lambda_{m}$ of $A$ with

$$
\frac{\left(\operatorname{Re} \lambda_{m}\right)^{2}}{a^{2}}+\frac{\left(\operatorname{Im} \lambda_{m}\right)^{2}}{b^{2}} \geq 1
$$

Then, by (9), for a corresponding eigenvector $v_{m}$ we have

$$
\begin{gathered}
\left\langle H v_{m}, v_{m}\right\rangle-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right)\left\langle H A v_{m}, A v_{m}\right\rangle \\
-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(\left\langle H A^{2} v_{m}, v_{m}\right\rangle+\left\langle H v_{m}, A^{2} v_{m}\right\rangle\right)=\left\langle C v_{m}, v_{m}\right\rangle
\end{gathered}
$$

or

$$
\begin{gathered}
\left\langle H v_{m}, v_{m}\right\rangle\left(1-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right)\left|\lambda_{m}\right|^{2}\right. \\
\left.-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(\lambda_{m}^{2}+\bar{\lambda}_{m}^{2}\right)\right)=\left\langle C v_{m}, v_{m}\right\rangle .
\end{gathered}
$$

Hence

$$
\left\langle H v_{m}, v_{m}\right\rangle\left(1-\frac{\left(\operatorname{Re} \lambda_{m}\right)^{2}}{a^{2}}-\frac{\left(\operatorname{Im} \lambda_{m}\right)^{2}}{b^{2}}\right)=\left\langle C v_{m}, v_{m}\right\rangle>0 .
$$

However, $\left\langle H v_{m}, v_{m}\right\rangle>0$ and we have a contradiction, i.e., all eigenvalues of $A$ belong to $\mathcal{E}_{\mathbf{i}}$.

Theorem 4. Let $C$ be a Hermitian negative definite matrix. If there exists a solution $H=H^{*}>0$ of the equation (9), then all eigenvalues of the matrix $A$ belong to $\mathcal{E}_{\mathbf{e}}$.

The proof of the theorem is analogous to the proof of Theorem 3.
Now we consider the matrix equation (9) with the special righthand side:

$$
\begin{gathered}
H-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right) A^{*} H A-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(H A^{2}+\left(A^{*}\right)^{2} H\right) \\
=P^{*} C P-(I-P)^{*} C(I-P), \quad P^{2}=P .
\end{gathered}
$$

Note that in the case of $a=b=1$ the equation (11) has the form

$$
\begin{equation*}
H-A^{*} H A=P^{*} C P-(I-P)^{*} C(I-P) \tag{12}
\end{equation*}
$$

This equation was studied by M. G. Krein (see [1]). Using the equation (12), H. Bulgak and S. K. Godunov elaborated an algorithm with guaranteed accuracy for solving the dichotomy problem for the matrix spectrum with respect to a circle (see, for example, [6]).

One can prove the following theorem.
Theorem 5. Let a projection $P$ commute with $A: A P=P A$. If for a matrix $C=C^{*}>0$ there exists a solution $H=H^{*}>0$ of the matrix equation (11) such that

$$
\begin{equation*}
H=P^{\star} H P+(I-P)^{\star} H(I-P), \tag{13}
\end{equation*}
$$

then the matrix $A$ has no eigenvalues on the ellipse $\mathcal{E}_{\mathbf{0}}$. Moreover, $P$ is the projection onto the maximal invariant subspace of the matrix $A$ corresponding to the eigenvalues lying in $\mathcal{E}_{\mathbf{i}}$, i.e. $P=P_{\mathbf{i}}$.

Proof. From conditions on $P$ the projection $(I-P)$ is one onto an invariant subspace of the matrix $A$. Hence, there exists a nonsingular matrix $T$ such that

$$
A=T\left(\begin{array}{cc}
A_{11} & 0 \\
0 & A_{22}
\end{array}\right) T^{-1}
$$

and

$$
P=T\left(\begin{array}{cc}
I_{11} & 0 \\
0 & 0
\end{array}\right) T^{-1}
$$

Using the matrix $T$, we can rewrite the condition (13) in the form

$$
\begin{gathered}
T^{*} H T=T^{*} P^{*} T^{*-1}\left(T^{*} H T\right) T^{-1} P T \\
+T^{*}\left(I-P^{*}\right) T^{*-1}\left(T^{*} H T\right) T^{-1}(I-P) T
\end{gathered}
$$

Hence, for the matrix

$$
\hat{H}=T^{*} H T=\left(\begin{array}{ll}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{array}\right)
$$

we have

$$
\hat{H}=\left(\begin{array}{cc}
H_{11} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & H_{22}
\end{array}\right) .
$$

Consequently,

$$
\hat{H}=\left(\begin{array}{cc}
H_{11} & 0 \\
0 & H_{22}
\end{array}\right)
$$

By $H=H^{*}>0$, we have

$$
H_{11}=H_{11}^{*}>0, \quad H_{22}=H_{22}^{*}>0 .
$$

By analogy, one can rewrite the matrix equation (11) as follows

$$
\begin{gathered}
\hat{H}-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right) \hat{A}^{*} \hat{H} \hat{A}-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(\hat{H} \hat{A}^{2}+\left(\hat{A}^{*}\right)^{2} \hat{H}\right) \\
=\hat{P}^{*} \hat{C} \hat{P}-(I-\hat{P})^{*} \hat{C}(I-\hat{P}),
\end{gathered}
$$

where

$$
\hat{A}=\left(\begin{array}{cc}
A_{11} & 0 \\
0 & A_{22}
\end{array}\right), \quad \hat{P}=\left(\begin{array}{cc}
I_{11} & 0 \\
0 & 0
\end{array}\right), \quad \hat{C}=T^{*} C T=\left(\begin{array}{ll}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{array}\right) .
$$

Therefore the matrix equation (11) is equivalent to the equations
$H_{11}-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right) A_{11}^{*} H_{11} A_{11}-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(H_{11} A_{11}^{2}+\left(A_{11}^{*}\right)^{2} H_{11}\right)=C_{11}$,
$H_{22}-\left(\frac{1}{2 a^{2}}+\frac{1}{2 b^{2}}\right) A_{22}^{*} H_{22} A_{22}-\left(\frac{1}{4 a^{2}}-\frac{1}{4 b^{2}}\right)\left(H_{22} A_{22}^{2}+\left(A_{22}^{*}\right)^{2} H_{22}\right)=-C_{22}$.
The matrices

$$
H_{11}, H_{22}, C_{11}, C_{22}
$$

are positive definite. From Theorems 3 and 4 it follows that eigenvalues of the matrix $A_{11}$ belong to $\mathcal{E}_{\mathbf{i}}$ and eigenvalues of the matrix $A_{22}$ belong to $\mathcal{E}_{\mathrm{e}}$. Obviously, $P=P_{\mathrm{i}}$.

Remark 5. Note, the condition (13) provides the uniqueness of the solution of the matrix equation (11). This condition was introduced by M. G. Krein for the equation (12) (see, for example, [1, Ch. 1]).

## 5. Appendix

Using Theorems 1 and 2 , one can obtain formulae for approximate projections in the dichotomy problems for the matrix spectrum with respect to a parabola or hyperbola. For these problems one can write matrix equations of Lyapunov type and prove corresponding theorems on location of the matrix spectrum with respect to a parabola or hyperbola. Using Theorems 1 and 2 , one can obtain formulae for approximate projections in the trichotomy problems for the matrix spectrum with respect to an ellipse, parabola or hyperbola.
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