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Summary� This paper is devoted to the dichotomy problem for the
matrix spectrum with respect to the imaginary axis� We consider a
method of constructing approximate projections onto invariant sub�
spaces of matrices� The method is a modi�cation of the matrix sign
function method� We prove also a theorem on a perturbation for the
matrix spectrum�
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�� Introduction

The problem of constructing approximate projections onto invariant
subspaces of matrices is a very important problem of linear algebra
and numerical mathematics� At present� there are some algorithms
for constructing approximate projections �see� for example� ������

This paper is devoted to the dichotomy problem for the matrix
spectrum with respect to the imaginary axis� The matrix sign func�
tion method is the most popular method of constructing approximate
projections for solving this problem� This method has been the sub�
ject of numerous studies �see� for example� ���
���
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In ����� the �rst author proposed a new method for construct�
ing approximate projections onto invariant subspaces of linear op�
erators ����� This method is functional and based on the following
theorem ���� ����

Theorem �� Let T � B � B be a linear continuous operator in a
Banach space B� and let T have the inverse operator T��	 Suppose
that there is a projection P � B � B such that

PT � TP� kTPk � �� kT���I � P �k � ��

Then the operator I � T has the continuous inverse one �I � T ����

�I � T ��� � �I � TP ���P � �I � T���I � P ����T���I � P �

� P � TP �I � TP ��� � T���I � P ��I � T���I � P ����

and

����� k�I � T ��� � Pk � kTPk��� kTPk���

�kT���I � P �k��� kT���I � P �k����
Remark �	 As follows from the above estimate� if

kTPk � 	� kT���I � P �k � 	�

then
�I � T ��� � P�

Some applications of Theorem � to constructing approximate pro�
jections are presented in ����� By Theorem �� one can obtain a modi�
�cation of the matrix sign function method ����� In the present paper�
we consider this modi�cation of the matrix sign function method� By
our means� such modi�cation is very simple for computations�

�� Modi	cation of the matrix sign function method

In this section we illustrate an application of Theorem � to the prob�
lem of constructing approximate projections onto invariant subspaces
of matrices�

Let A be N �N matrix and I be the identity N �N matrix� Sup�
pose that the matrix A has no purely imaginary eigenvalues� Eigen�
values of the matrix A are unknown� By P� we denote the projection
onto the maximal invariant subspace of A corresponding to eigenval�
ues lying in the left half�plane

C� � f� � C � Re� � 	g�
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By P� we denote the projection onto the maximal invariant subspace
of A corresponding to eigenvalues lying in the right half�plane

C� � f� � C � Re� � 	g�
We suppose

P�A � AP�� P� � P� � I�

Throughout the paper� kAk denotes the spectral norm of A�
Consider the sequence fUkg� where

����� Uk � ��A� I�k��A� I��k�

� � ��� if kAk � ��
� � ��kAk��� if kAk � ��

Using M�G�Krein�s lemma on �W �dissipative� operators ����� one can
show that

kUkP�k � 	� kU��
k �I � P��k � 	� k ���

Hence� by Theorem �� for any su�ciently large k � � there exists
an inverse matrix

�I � Uk�
���

and
�I � Uk�

�� � P�� �I � U��
k ��� � P�� k ���

Then�

����� P� � �I � Uk�
��� P� � �I � U��

k ���� k � ��

Theorem �� Formulae �
	
� is a modi�cation of the matrix sign
function method	

Proof	 Using the matrix sign function method ��� ��� we have

���
� P� � �

�
�I �Xl�� P� � �

�
�I �Xl�� l� ��

where

X� � �A� Xl �
�

�
�Xl�� �X��

l���� l � �� �� ���

By the de�nition of the sequence fXlg� we obtain
����� ��Xl � I�Xl�� � �Xl�� � I���

����� ��Xl � I�Xl�� � �Xl�� � I���



�� G�Demidenko and Yu�Klevtsova

According to ������

��Xl � I��Xl� I�Xl�� � �Xl � I��Xl�� � I���

Taking into account ������ we have

����� �Xl � I��Xl�� � I�� � �Xl � I��Xl��� I���

Similarly�

����� ��Xl�� � I�Xl�� � �Xl�� � I���

����� ��Xl�� � I�Xl�� � �Xl�� � I��� l � �� 
� ���

Multiply both sides of ����� by ��Xl���
�� Then�

�Xl � I����Xl��� I�Xl���
� � �Xl � I����Xl��� I�Xl���

��

Consequently� by ����� and ������ we obtain

�Xl � I��Xl��� I��
�

� �Xl � I��Xl��� I��
�

�

In the same way� we have

�Xl � I��X� � I��
l

� �Xl � I��X�� I��
l

�

Since X� � �A� it follows that kX�k � ���� Hence�

�Xl � I� � �Xl � I��X�� I��
l

�X� � I���
l

or
�Xl � I� � �Xl � I�U�l�

Then�
Xl�I � U�l� � �I � U�l �

Since for su�ciently large l � � the operator I � U�l has an inverse
one� we have

Xl � �U�l � I����I � U�l��

Rewrite Xl as follows

Xl � �U�l � I����U�l � I � �I�

� I � ��U�l � I��� � I � ��I � U�l���

or
�

�
�I �Xl� � �I � U�l����

Therefore� formulae ����� for k � �l coincide with ���
�� ut
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Corollary �� If k � �l and l is su�ciently large� then approximate
construction �
	
� coincides with approximate construction �
	���

P� � �I � U�l��� � �
��I �Xl��

P� � �I � U��
�l ��� � �

��I �Xl��

Remark 
	 When a matrix A has eigenvalues on the imaginary axis�
its matrix sign function is not de�ned� But using Theorem �� one can
solve the trichotomy problem �see ������

Remark �	 By the de�nition of Uk� it is necessary to calculate one
inverse matrix only� and by the de�nition of Xl� it is necessary to
calculate l inverse matrices�


� Convergence rate of the sequence of approximate

projections

We will estimate the convergence rate of the sequence of approximate
projections

�
��� �I � Uk�
�� � P�� �I � U��

k ��� � P�� k ���

where the matrices Uk are de�ned by ������ To do it we consider the
Lyapunov type integrals

H�
� �

�Z
�

�esAP��
�esAP� ds�

H�
� �

�Z
�

�e�sAP��
�e�sAP� ds�

Obviously� the matrices H�
� � H

�
� are Hermitian�

H�
� 	 	� H�

� 	 	� H � H�
� � H�

� � 	�

and the equalities

�
��� H�
� A �A�H�

� � �P �
�P�� H�

� A� A�H�
� � P �

�P�

are true�
Using �
���� one can show the following equalities

�
�
�
��A� � I�����A� � I�H�

� ��A� I���A� I��� �H�
�

� �����A� � I���P �
�P���A� I����
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�
���
��A� � I�����A� � I�H�

� ��A� I���A� I��� �H�
�

� �����A� � I���P �
�P���A� I����

Indeed� rewrite the left hand�side of �
�
� as follows

��A� � I�����A� � I�H�
� ��A� I���A� I��� �H�

�

� ��A� � I���
�
��A� � I�H�

� ��A� I�

� ��A� � I�H�
� ��A� I�

�
��A� I���

� ��A� � I���
�
��A�H�

� A� �H�
� A� �A�H�

� �H�
�

� ��A�H�
� A� �H�

� A� �A�H�
� �H�

�

�
��A� I���

� ��A� � I���
�
���H�

� A�A�H�
� �
�
��A� I����

Taking into account �
���� we have �
�
�� Similarly�we can obtain �
����
Determine the matrices

S� � ��A� � I�����A� I���� S� � ��A� � I�����A� I����

The matrices are Hermitian positive de�nite� Then�

s� � min
juj��

hS�u� ui � 	� s� � min
juj��

hS�u� ui � 	�

Hence� for any vector u � EN we have

�
��� hS�u� ui 	 sjuj�� hS�u� ui 	 sjuj��
where s � minfs�� s�g�

Note that� using ����� and the property AP� � P�A� equalities
�
�
� and �
��� can be written as follows

U�
�H

�
� U� �H�

� � ���P �
�S�P��

�U��
� ��H�

� U
��
� �H�

� � ���P �
�S�P��

By P �
� � P�� P

�
� � P�� for any vector v � EN this yields

hH�
� U�P�v� U�P�vi � hH�

� P�v� P�vi � ��hS�P�v� P�vi�
hH�

� U
��
� P�v� U

��
� P�vi � hH�

� P�v� P�vi � ��hS�P�v� P�vi�
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Rewrite the equalities by using the Hermitian positive de�nite matrix

H � H�
� �H�

� �

Since
HP� � H�

� P�� HP� � H�
� P��

U�P� � P�U�� U��
� P� � P�U

��
� �

it follows that

�
��� hHU�P�v� U�P�vi � hHP�v� P�vi � ��hS�P�v� P�vi�

�
��� hHU��
� P�v� U

��
� P�vi � hHP�v� P�vi � ��hS�P�v� P�vi�

Taking into account �
��� and the estimate

�
���
�

kHkhHu� ui � juj�� u � EN �

we obtain

�
��� hHU�P�v� U�P�vi �
�
�� ��s

kHk
�
hHP�v� P�vi�

�
��	� hHU��
� P�v� U

��
� P�vi �

�
�� ��s

kHk
�
hHP�v� P�vi�

Since the matrices

H� U�
�HU�� �U��

� ��HU��
�

are Hermitian positive de�nite and P� � P� � I � it follows that

�
���� q � �� ��s

kHk � 	�

The following theorem gives estimates of the convergence rate in �
����

Theorem 
� There exists a natural number k� such that for k 	 k�
the following estimates hold

�
���� kP� � �I � Uk�
��k � 	�k ��� 	�k �

�� � 	�k ��� 	�k �
���

�
��
� kP� � �I � U��
k ���k � 	�k ��� 	�k �

�� � 	�k ��� 	�k �
���

where

	�k �
p
condHkP�kqk��� 	�k �

p
condHkP�kqk���

condH � kHkkH��k�
and q � �	� �� is de�ned by ��	���	
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Proof	 By ����� and �
���� we have

hHUkP�v� UkP�vi � hHUk��P�v� Uk��P�vi
���hS�Uk��P�v� Uk��P�vi� v � EN � k 	 ��

Taking into account �
��� and �
���� we obtain

hHUkP�v� UkP�vi �
�
�� ��s

kHk
�
hHUk��P�v� Uk��P�vi�

Hence� for any natural k the estimate

hHUkP�v� UkP�vi � qk��hHU�P�v� U�P�vi
holds� By �
����

hHUkP�v� UkP�vi � qkkHkkP�k�jvj��
Using �
��� and �
��	�� in the same way one can prove the estimate

hHU��
k P�v� U

��
k P�vi � qkkHkkP�k�jvj��

From these inequalities we have

jUkP�vj� � qkkH��kkHkkP�k�jvj��
jU��

k P�vj� � qkkH��kkHkkP�k�jvj�� v � EN �

Hence�
kUkP�k � qk��

p
condHkP�k � 	�k �

kU��
k P�k � qk��

p
condHkP�k � 	�k �

By �
����� there exists k� such that 	�k � �� 	�k � � for any k 	 k��
Consequently� from ����� we obtain �
���� and �
��
�� ut

�� Perturbation of the matrix spectrum

In this section we give conditions on matrix perturbations� The con�
ditions are used for numerical solving of the dichotomy problem �see
analogous results in ��� ����

Theorem �� Let the spectrum of the matrix A do not cross with the
imaginary axis	 If for a matrix A� the inequality

����� �kA�k
�
kH�

� k
q
�kAkkH�

� k� kH�
� k
q
�kAkkH�

� k
�
� �

is true� then the spectrum of the matrix A�A� does not cross with the
imaginary axis too	 Moreover� the number of eigenvalues of A � A�

in the left halfplane C� equals the number of eigenvalues of A in the
left halfplane	
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Proof	 Consider the system of ordinary di�erential equations on the
real axis

�����
du

dt
� Bu � f�t�� t � R�

According to properties of the Fourier transform� the system has a
solution u�t� in the Sobolev space W �

� �R� for any vector function
f�t� � L��R� if and only if the linear system

�i
I � B�bu � bf�
�� 
 � R�

has a solution bu�
�� 
bu�
� � L��R� for any bf�
� � L��R�� The system
has such solution bu�
� if and only if the matrixB has no purely imag�
inary eigenvalues� Obviously� the solution u�t� � W �

� �R� is unique�
By the conditions of the theorem� if B � A� then for any f�t� �

L��R� system ����� has a unique solution u�t� � W �
� �R� and the

following representation

���
� u�t� � Rf�t� �

tZ
��

e�t�s�AP�f�s�ds�
�Z
t

e�t�s�AP�f�s�ds

is true� where P� is the projection onto the maximal invariant sub�
space of the matrix A corresponding to the eigenvalues lying in the
left half�plane� P�A � AP�� P� � P� � I� Hence� it is enough to
prove that the system

�����
du

dt
� �A� A��u� F �t�� t � R�

has a solution u�t� � W �
� �R� for an arbitrary vector function F �t� �

L��R��
We will construct a solution of system ����� in the form

u�t� � Rf�t�� f�t� � L��R��

where the operator R is de�ned by ���
�� Obviously� a vector function
f�t� must be a solution of the integral equation

����� f�t�� A�Rf�t� � F �t��

Show the estimate

����� kA�Rf�t�� L��R�k � qkf�t�� L��R�k� q � ��
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Using the Heaviside function ��t�� the expression A�Rf�t� can be
written as follows

A�Rf�t� � A�

�Z
��

��t � s�e�t�s�AP�f�s�ds

�A�

�Z
��

��s� t�e�t�s�AP�f�s�ds�

By Minkowski�s and Young�s inequalities� we have

kA�Rf�t�� L��R�k � kA�kk
�Z

��

k��t� s�e�t�s�AP�kjf�s�jds� L��R�k

�kA�kk
�Z

��

k��s � t�e�t�s�AP�kjf�s�jds� L��R�k

� kA�k
�Z
�

ketAP�kdtkf�s�� L��R�k

�kA�k
�Z

��

ketAP�kdtkf�s�� L��R�k�

Taking into account the estimates ��� ���

ketAP�k �
q
�kAkkH�

� ke�t���kH
�

�
k��

ke�tAP�k �
q
�kAkkH�

� ke�t���kH
�

�
k�� t � 	�

we obtain

kA�Rf�t�� L��R�k � �kA�k
�
kH�

� k
q
�kAkkH�

� k

�kH�
� k
q
�kAkkH�

� k
�
kf�s�� L��R�k�

By condition ������ we have estimate ������
According to ������ equation ����� has a unique solution in the

space L��R�
f�t� � �I �A�R�

��F �t�
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for any F �t� � L��R�� Hence� we constructed the solution of �����

u�t� � R�I � A�R�
��F �t� � W �

� �R��

Consequently� the matrixA�A� has no purely imaginary eigenvalues
and the number of its eigenvalues in the left half�plane C� equals the
number of eigenvalues of the matrix A in the left half�plane� ut
Acknowledgment� The authors express their thanks to Dr� I� Ma�
tveeva for helpful discussions�
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